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Fine metal-rich waste stream characterization
based on RGB data: Comparison between

feature-based and deep learning classification
methods

Nils Kroell, Kay Johnen, Xiaozheng Chen, and Alexander Feil

Department of Anthropogenic Material Cycles, RWTH Aachen University,
Wüllnerstraße 2, 52062 Aachen

Abstract Background: Material compositions in the recycling in-
dustry are currently determined by manual sorting, which is
time intensive and shows subjective influences. For an auto-
mated, sensor-based material flow characterization a particle-
based material classification is necessary. Aim: The classification
of metal-containing fine-fractions based on RGB images with
different machine learning (ML) techniques is investigated on
two created datasets A (12,480 images) and B (19,498 images).
Method: Two approaches are compared: In approach I, images
are firstly pixel- and then object-based classified with six differ-
ent ML models on three color spaces. In approach II, images are
classified by six different convolutional neural networks (CNNs).
Results: The classification of dataset A was possible with high
accuracy (> 99.8 %) for both approaches and chosen ML algo-
rithms were of minor importance. For dataset B, approach I
achieved an accuracy of 78.2 % ± 2.0 %, and chosen ML algo-
rithms were of higher importance for object-based classification.
In approach II, the best-performing CNN achieved an accuracy
of 80.4 % ± 4.2 % and a top-3 score of 94.2 % ± 2.6 %. Conclu-
sion: Results from existing studies for coarser particle sizes can
be transferred to fine fractions. Further research is needed to im-
prove the classification of dataset B, e. g. by adding instances to
less frequent classes and applying deeper CNNs.

Keywords Sensor-based material flow characterization, fine
fractions, recycling, metals, RGB, classification, machine learn-
ing, deep learning, convolutional neural networks.
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1 Introduction

In the European Union, around 15.7 million Mg of non-ferrous (NF)
metal-containing waste was generated in 2016 [1]. Recycling of valu-
able materials inside substitutes primary resources and therefore,
achieves environmental benefits [2]. For example, recycling of alu-
minium saves 95 % of the used energy and reduces greenhouse gas
emissions by 92 % compared to primary production [3].
Currently, about one-third of all NF metals produced originate from

secondary raw material sources [4]. With rising climate change [5], de-
creasing valuable material contents of primary resources [6, p. 47] and
an increasing demand for raw materials from emerging and develop-
ing countries [7], a transition towards a circular economy and thus an
increased exploitation of secondary raw materials is necessary [8].
During the processing of metal scrap, metal-containing fine fractions

(≤ 20 mm) are generated as a by-product [9, p. 263f], which can
contain up to 30 wt% metals [10] but are insufficiently recovered to
date [10]. For an optimal recovery of the contained metals as well as
a quality assurance of generated product streams, the material compo-
sition needs to be known. Currently, samples are analysed by manual
sorting [11, p. 51], which is time and cost intensive and often shows
subjective influences from the manual sorter [12]. As a result, material
flows are often characterized on an irregular basis and sample amounts
are statistically limited.
A sensor-based material characterization (SBMC) offers the possibil-

ity to overcome these limitations, as it minimizes subjective influences,
and material flows can be monitored in nearly real-time. The first step
of such an SBMC is the classification of individual particles to given
material classes. In a second step, the predicted material classes can
be combined with individual particle masses in order to derive mass-
based material compositions for e. g. process control or automated
quality assurance.
NF metals can be classified by different sensors, e. g. X-ray trans-

mission or fluorescence, laser induced breakdown spectroscopy, in-
duction (IND) or color sensors (RGB as well as hyperspectral imag-
ing (HSI)) [13]. In comparison to other available sensors, RGB sensors
are available in high resolution, technically matured and often by one
order of magnitude or more cost-effective and thus focus of this study.
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2 Related Work

While sensor-based sorting of metals is state of the art [13], the SBMC of
metal-containing waste streams is an active area of research. For coarse
particle sizes (> 20 mm), the classification based on RGB images has
been researched in several studies:

• Wang et al. (2019) [14] demonstrated the classification of alu-
minium and copper from shredded end-of-life vehicles based on
particle related features. With a support vector machine (SVM),
an object-based classification score of 96.64 % was achieved.

• Dang et al. (2019) [15] compared the classification of metal objects
with convolutional neural networks (CNNs). With an AlexNet-
architecture [16], the material classes copper, brass and other met-
als could be classified with an object-based accuracy of 97.15 %.

• Karbasi et al. (2018) [17] studied the classification of parti-
cles from shredded waste of electrical and electronic equipment
(WEEE) using a ResNet-architecture [18]. For the three material
classes printed circuit boards (PCB), plastics and cables, an object-
based accuracy of 98 % was achieved.

Studies on the classification of metal-containing fine fractions
(≤ 20 mm) until now have focused on the application of hyperspectral
imaging or a combination of multiple sensors, see Table 8.1. The classi-
fication of these fine fractions only based on RGB images has not been
investigated yet, which is the research gap addressed here.

Table 8.1: Existing studies on optical classification of metal-containing fine fractions;
3DLT: 3D laser triangulation, * sorting rate, ** product purity.

Material Classification accuracy:
Study Date origin Sensor pixel-based object-based

Candiani et al. 2017 PCB HSI 87.7 % 97.2 % [19]
Barnabé et al. 2015 WEEE HSI 83.9 % 96.0 % [20]
Huang et al. 2010 NF metals RGB + 3DLT - 98.0 %* [21]
Picon et al. 2009 WEEE HSI 71.7 % 98.4 % [22]
Kutila et al. 2006 NF metals RGB + IND - 80.0 %** [23]
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3 Material and Methods

Two machine learning (ML) approaches (I: ”feature-based classifica-
tion” and II: ”deep learning”) are compared. For training and evalua-
tion of the models, two datasets A and B were created.

3.1 Data Acquisition

Particle images were taken with a custom made test rig on a white pa-
per background by a high-resolution RGB-camera (IDS U3-3800CP-C-
HQ Rev.2) with a color depth of 12-bit and a resulting spatial resolution
of 0.11 mm/Pixel. The recording area of 100 mm × 100 mm was illu-
minated from top by white LED-stripes (Samsung 2835 120 LED 12V
IP20 4000K). For each particle, a front and back image was recorded.

3.2 Samples and Datasets

Dataset A contains standard components made of copper (Cu), grey
metals (GM), brass (Msg) and black plastics (KS). Characteristic parti-
cle shapes and sizes are generated by comminuting the particles in a
hammer mill and sieving them into the investigated particle size range
of 3.15 mm to 10 mm (Δtsieving = 90 s). In total, there are n = 12,480 im-
ages in the dataset (nCu = 4,016; nGM = 2,120; nMsg = 3,056; nKS = 3,288),
see Figure 3.1. After acquisition, the dataset was split in a train and test
dataset with a train-test-split-ratio of 80 % : 20 %.

Figure 3.1: Exemplary images (cropped) for the four material classes of dataset A.

For dataset B, samples in the particle range 3 mm to 9 mm were
collected from a metal-recovery plant in Germany according to LAGA
PN 98 [24]. The samples were manually sorted in 22 material classes
with a two stage process (see [12] for details). The final dataset contains
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19,498 images, see Table 8.2 and Figure 3.2, and was split in a train and
test dataset with a train-test-split-ratio of 75 % : 25 % to guarantee
enough instances for less frequent classes in the test set.

Table 8.2: Number of images n in dataset B. +: Composite of the mentioned materials.

Material class Abbreviation n Material class Abbreviation n

Copper Cu 3,123 GM wires GMKaAd oS 38
Grey metals GM 2,169 GM wires + plug GMKaAd mS 2
Brass Msg 2,080 PCB PCBA 864
Plastics KS 2,453 GM + NM GM NM 195
Glass Glas 48 Cu + NM Cu NM 893
Minerals KSP 50 Msg + NM Msg NM 63
Residual Rest 390 GM + Cu GM Cu 1,702
Cu wires CuAd oS 898 GM + Msg GM Msg 134
Cu wires + plug CuAd mS 174 Cu + Msg Cu Msg 291
Cu cables CuKa oS 30 GM + Cu + Msg GM Cu Msg 62
Cu cables + plug CuKa mS 5 Complex Komplex 54

∑ 19,498

Figure 3.2: Exemplary images (cropped) for the 22 material classes of dataset B.

3.3 Preprocessing

The captured images were then preprocessed to improve the color rep-
resentation. Preprocessing algorithms were implemented in Python 3.7
in a scikit-image v0.17.1 [25] framework. Firstly, a Gaussian blur filter
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with a standard deviation of σ = 0.35 was applied to reduce small arte-
facts from demosaicing during image acquisition. Secondly, a white
balance based on a white reference image was applied to guarantee a
neutral color representation. Thirdly, an spatial illumination correction
based on the reference image ensured an uniform illumination.
To extract individual pixels for color classification, each captured

image was segmented into background, shadows and particle trough
thresholding the gray scale image and improving the segmentation re-
sult by a combination of morphological operations. For the color clas-
sification, 1,000 pixels per particle as well as 1,000 background pixels
(850 pixels of white background and 150 shadows pixels) were ran-
domly selected from each segmented image.
For the image classification with CNNs, quadratic image sections

of the particle were extracted (cf. Figure 3.1 and 3.2). A minimum
padding of 25 % of the respective particle bounding box size was en-
sured between particle and the border of the image section. All ex-
tracted image sections were rescaled to a size of 64 Pixel ×64 Pixel.

3.4 Approach I: Feature-Based Classification

The color classification was tested for three color spaces (RGB, HSV
and L*a*b*). For dataset A, each color class represents a material class.
For dataset B, the color classes BG, Cu, GM, Msg, KS, Glas, KS and
Rest (‘pure fractions‘) were defined, as the color of composite material
classes (e. g. Cu + Msg) overlapped strongly with the pure fractions.
Besides, characteristic colors of PCBA and KaAD (cables and wires)
were extracted with a tomek link technique [26, p. 57]. All color clas-
sifiers were trained on 4,000 pixels per material class and 8,000 back-
ground pixels to avoid overfitting.
For object-based classification, shares of each classified color class as

well as 50 dimensionless shape factors were considered, which were
generated by normalizing shape measurements by the particle area A
or its square root (

√
A). Shape measurements were extracted from the

false-color image by a self-developed Python module named eidos1.
For both pixel- and object-based classification, six ML classification

algorithms, implemented in scikit-learn [27], were compared: k nearest

1https://github.com/nilskroell/eidos
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neighbor (kNN), decision trees (DT), random forests (RF), AdaBoost
(AB), SVM, neural networks (NN). For each model and classification
task, a systematic grid search with a k-fold-cross-validation (k = 5) on
the training dataset was conducted to find the optimal hyperparameter
settings. All hyperoptimized models were evaluated on the test dataset.

3.5 Approach II: Deep Learning

For image classification, six different CNN architectures (Figure 3.3)
were compared, implemented in Keras [28]. All hidden layers were
equipped with a ReLU activation function and the final network output
was normalized by a softmax function. During training, an Adam [29]
optimizer with a learning rate of η = 10−3 was used. Dataset A and
B were trained for 15 and 20 epochs respectively with a mini batch
size of 256 instances per iteration. L2-norm regularization (λ = 10−3)
as well as dropout layers with an dropout rate of 0.5 were applied
to avoid overfitting, and the classification performance was evaluated
by a categorical cross entropy cost function. To reduce the imbalance,
downsampling was applied to material classes with more than 2,000
instances. All trained CNNs were evaluated on the test dataset.

conv3-64conv3-64conv3-64conv3-64
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conv3-64

maxpool
FC-256

dropout

FC

dropout

softmax
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Figure 3.3: Investigated CNN architectures A-F consisting of input (64× 64), fully con-
nected (FC-�n�), 3× 3 convolutional (conv3-�n�), 2× 2 max pooling, dropout
(0.5) and softmax activation layers; n: number of neurons/feature maps.
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4 Results and Discussion

4.1 Approach I: Feature-Based Classification

The color classification of dataset A was possible with similar accura-
cies of ≥ 79.8 % for all models and colorspaces, see Table 8.3. On
average, the L*a*b* color space with 86.1 % and a SVM model with
87.0 % achieved the best classification results. Because of the superior
color classification, an object-based classification with 100 % accuracy
could be achieved, e. g. by a plain kNN model, for dataset A.

Table 8.3: Accuracy for color classification of dataset A after hyperparameter optimiza-
tion; 95 % confidence interval for all accuracies: ± 0.08 % to ± 0.18 %.

kNN DT RF AB SVM NN mean

RGB 85.4 % 79.8 % 85.2 % 84.1 % 87.3 % 87.3 % 84.9 %
HSV 82.7 % 82.9 % 86.7 % 85.5 % 87.2 % 84.4 % 84.9 %
L*a*b* 85.3 % 85.2 % 86.9 % 85.6 % 86.7 % 87.1 % 86.1 %

mean 84.5 % 82.6 % 86.3 % 85.1 % 87.0 % 86.3 % 85.3 %

Based on the results above, the L*a*b* color space was chosen for
the color classification of dataset B (Table 8.4). Here, the classification
was more challenging with achieved test scores between 47.2 % (DT)
and 51.1 % (kNN, SVM). As for dataset A, the chosen classification al-
gorithm was of minor importance. Significant differences were found
in the prediction time: The fasted model (DT) was with 13 ms/MPixel
714 times faster than the slowest one (AB; 9,278 ms/MPixel). Overall,
a NN model showed the best combination of prediction time and accu-
racy and was thus the basis for subsequent object-based classification.
Test scores of the object-based classification of dataset B, based on

extracted false-color shares and ten shape factors with highest feature
importance (determined by χ2-test on training data) are shown in Ta-
ble 8.5. Here, the chosen algorithm was of higher importance with
achieved accuracies ranging from 66.5 % (kNN) and 78.2 % (RF).
A closer look on the best-performing model (RF) in Figure 4.1a

shows that the predictions differ significantly between different mate-
rial classes. As expected, material classes with a higher number of in-
stances can be significantly better classified than less frequent classes.
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Table 8.4: Test scores and prediction time (Δtpred) for color classification of dataset B after
hyperparameter optimization in L*a*b* color space; CI: confidence interval.

kNN DT RF AB SVM NN

Accuracy 51.1 % 47.2 % 50.8 % 48.3 % 51.1 % 51.0 %
95 %-CI ± 2.9 % ± 0.6 % ± 1.8 % ± 3.1 % ± 0.6 % ± 0.7 %
Δtpred [ms/MPixel] 1,234 13 3,250 9,278 5,589 196
95 %-CI [ms/MPixel] ± 29 ± 4 ± 290 ± 83 ± 24 ± 5

Table 8.5: Test scores for object-based classification of dataset B; CI: confidence interval.

kNN DT RF AB SVM NN

Accuracy 66.5 % 67.4 % 78.2 % 77.2 % 72.9 % 72.6 %
95 %-CI ± 3.6 % ± 2.0 % ± 2.0 % ± 1.9 % ± 1.8 % ± 3.4 %

On average, pure fractions with an accuracy of 62.5 % could be far
better classified than composite fractions (16.7 %). Providing different
numbers of shape factors to the model (Figure 4.1b) revealed that the
shape factors contributed little to the classification performance, which
is primarily achieved by the extracted false color components.

4.2 Approach II: Deep Learning

As for the feature-based approach, the classification of dataset A with
CNNs was possible with high accuracy (> 98.8 %), see Table 8.6. Even
simple CNN architectures showed a high accuracy.

Table 8.6: Test scores of the CNN architectures A-F for dataset A; CI: confidence interval.

CNN A B C D E F

Accuracy 99.59 % 99.82 % 99.65 % 99.76 % 99.65 % 98.88 %
95 %-CI ± 1.19 % ± 0.84 % ± 1.21 % ± 0.87 % ± 0.87 % ± 1.61 %
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Figure 4.1: Object-based classification of the trained RF model on dataset B. (a) Accuracy
by material class (circle area ∼ #instances), (b) influence of shape factors.

In contrast, training CNNs on dataset B turned out to be more chal-
lenging. For all six CNN architectures, the error rate did not converge
after the initial planned 20 training epochs (see Figure 4.2), resulting in
accuracies of ≤ 33.5 % when training all 22 material classes.
To optimize the classification result the architecture and training of

CNN F was further adapted. Firstly, the number of neurons in the fully
connected layer was increased to 1,024, which boosted the resulting ac-
curacy to 48.9 % ± 3.6 %. Secondly, the number of training epochs
was increased from 20 to 400. As shown in Figure 4.2a, the optimized
CNN F* converged after about 200 training epochs and achieved an
overall classification accuracy of 80.4 % ± 4.2 %. Furthermore, a strong
correlation between the number of images in the training set and the
classification performance (F1-score) per material class could be con-
firmed, see Figure 4.2b.
The activations in the six convolutional layers of CNN F* (Figure 4.4)

show how CNN F* is able to abstract the particle characteristics with
each layer. When considering the given probabilities for each predic-
tion, CNN F* achieved a top-3 score of 94.2 % ± 2.6 %, i. e. for 94.2 % of
the predictions the right material class was in the three material classes
with the highest probability.
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Figure 4.2: Training of CNN A-F for the classification of dataset B (a) with four selected
material classes (Cu, GM, Msg, KS) and (b) all 22 material classes.

Figure 4.3: (a) Training of CNN F* with dataset B over 400 epochs, (b) correlation be-
tween number of instances per material class and F1-score for dataset B.

5 Conclusions and Outlook

In this research, the classification of two datasets A (12,480 images in
four material classes) and B (19,498 images in 22 material classes) with
a feature-based and deep learning approach was investigated. Our re-
sults show that a nearly perfect (> 99.8 %) classification for all four
material classes of dataset A could be achieved with both approaches,
as particles of the different material classes can be clearly differenti-
ated by their color in the RGB images. This indicates that classification
results from coarse fraction can in general be transferred to fine frac-
tions. The achieved classification results are better than existing studies
on coarse fractions, most likely due to missing influences of different
metal alloys or post-consumer waste characteristics, as comminuted
standard components were used to create dataset A.
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Figure 4.4: Selected convolutional feature maps of CNN F* when classifying dataset B.

In contrast, the classification of dataset B turned out to be quite chal-
lenging. Our best feature-based approach consisting of a pixel-based
color classification with a neural network in the L*a*b* color space and
a subsequent object-based classification with a random forest, achieved
a classification accuracy of 78.2 % ± 2.0 %. A slightly better classifi-
cation result was achieved by the deep learning approach with a 14
layer CNN with an accuracy of 80.4 % ± 4.2 % and an top-3 score of
94.2 % ± 2.6 %. To improve the classification of dataset B in the future
we see potential for future research in the following points:

1. Extension of dataset B: For both classification approaches a
strong correlation between the number of instances and the clas-
sification accuracy of material classes was found. Thus, extending
dataset B with more images of less frequent material classes may
improve the overall classification performance.

2. Training of deeper CNNs: Deeper CNN architectures may be
advantageous in adapting to the complex particle characteristics
of dataset B. Furthermore, existing CNN architectures or transfer
learning may be applied to enhance the classification.
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3. Application of multi sensors: While this study has focused on
RGB images, new distinctive features for classification might be
obtained by utilizing multiple sensors, e. g. RGB and induction
or X-ray fluorescence/transmission.
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